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Dynamic Adaptation| & Link Protocols

» Link Control: the Green Ethernet
» |EEE 802.3az

Dynamic Adaptation Il 8 Packet Processing Engines
» ldle Logic

» Power Scaling

Modeling and optimization

» Modeling Line Card Queues

» Modeling Green Ethernet

» Power/Performance Trade -off

Standby

» Proxying the network presence

Network -level optimization




Outline

Implementing controls: The Green
Abstraction Layer (GAL) approach

SDN/NFV and the GAL

Examples of virtualized functions: NCP to
LCP to GAL, L2 virtualization, DROP router

Conclusions
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Current bottlenecks In the
networking infrastructure

»Once It used to be bandwi
administered carefully in some cases, though)

» However , with the increase of available
bandwidth and processing speed, paralleled by
an unprecedented increase in user  -generated
traffic, other factors that were previously
concealed have become evident:

» The networking infrastructure makes use of a
large variety of hardware appliances,
dedicated to specific tasks, which typically are
Inflexible, energy -inefficient, unsuitable to
sustain reduced Time to Market of new services
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Keywords

» As one of the main tasks of the network
IS allocating resources, how to make it
more dynamic, performance -
optimized and cost -effective?

» Current keywords are
» Flexibility
» Programmability

» Energy -efficiency




Flexibility/ Programmability o
Software Defined Networking ( SDN)

» SDN
decouples
the Control
Plane and
the Data

(Forwarding )
Plane.

APPLICATION LAYER | |

Business Applications

API

SDN
Control
S:fr:\:;re Network Services

Control Data Plane interface
(e.g., OpenFlow)

Network Device Network Device

CONTROL LAYER

INFRASTRUCTURE LAYER

Network Device

Network Device Network Device

Source: Software -Defined Networking: The New Norm for
Networks, Open Networking Foundation (ONF) White Paper,
April 2012.




Flexibility/ Programmability &
O pen FIOW CONTROLLER

. OpenFlow Protocol
Matching rules |

>

A\

» Actions OPENFLOW CLIENT
» Ccounters ———— ogm%aw
» Acting at flow RULE I ACTIONS | STATISTICS

level

Forward to port(s)
Forward to the controller
Modify header fields

Drop

IP src/dst , MAC src/dst,
Transport Src/Dst, VLAN ...

Packets, Bytes, Duration

Source: B. A. A. Nunes, M. Mendoncga , X.-N. Nguyen, K.Obraczka ,T.Turletti, O A Sur viey
Software -Defined Networking: Past , Present, and Future of Programmable Net wor ks 0 O
2013, in submission; http:// hal.inria.fr /hal -00825087.




Flexibility/ Programma

Functions Virtualization (NFV)

Classical Network Appliance

Approach

Message CON

Router

DPI

Firewall

SGSN/GGSN PE Router

* Fragmented non-commodity hardware.

Session Border

Controller Acceleration

Carrier
Grade NAT

BRAS

* Physical install per appliance per site.
* Hardware development large barrier to entry for new
vendors, constraining innovation & competition.

Tester/QoE
monitor

2

Radio Access
Network Nodes

Independent
Software Vendors

Virtual Virtual
ipplllrlw !.pplran{e

Virtual
Appliance

Virtual
Appliance

Virtual | .'_ul-' i
Appllan e

S virwal BB vieal O
Appliance || Appliance

for-405 ot 0 faroh
o e 18 pea o o

| Orchestrated,
P automatic &
. remote install.

Standard High Volume Servers

‘Etandard ngh anump Storage

Standard ngh Volume
Ethernet Switches

Network Virtualisation
Approach

oility 0 Network

Leverages
oéstandrard
virtualisation
technology to
consolidate many
network equipment
types onto industry
standard high
volume servers,
switches and
storage, which could
be located in
Datacentres ,
Network Nodes and
in the end user
premi ses. 0

Source: Network
Functions Virtualisation
0 Introductory White
Paper, SDN and
OpenFlow World
Congress, Darmstadt,
Germany, Oct. 2012.




Flexibility/ Programmability 0 Network
Functions Virtualization (NFV)

»

»

»

»

»

»

Improved equipment consolidation
Reduced Time -to-Market

Single platform, multiple applications,
users, and tenants

Improved scalability
Multiple open eco -systems

Exploits economy of scale of the IT
iIndustry o approx. 9.5 M servers shipped in
2011 against approx. 1.5 M routers
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SDNand NFV

» NFV requires

» Swift I/O performance between the physical
network interfaces of the hardware and the
software user -plane in the virtual functions, to
enable sufficiently fast processing

» well-integrated network management and
cloud orchestration system, to benefit from
the advantages of dynamic resource
allocation and to ensure a smooth operation
of the NFV -enabled networks

» SDN Is not a requirement for NFV, but NFV
can benefit from being deployed In
conjunction with SDN.

11




SDNand NFV 0 an example

Production Traffic

e

SDN-enabled Hypervisor

e

X86 Server

— N —

Source: M. Jarschel, T.Hol¥feld , F. Davoli, R.Bolla, R.Bruschi, A. Carrega , 0 SEballed Energy -Efficient
Network Ma n a g e me n fappear it Kb Samdanis, P. Rost, A. Maeder , M. Meo, C. Verikoukis, Eds., Green
Communications Book, Wiley, 2014 .
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Integrated managament and
control for Traffic Engineering

» The premises are there for a 9 technically and
operationally 0 easier way to more
sophisticated

» Control

Quasi-centralized / hierarchical vs.
distributed

» Management

Tighter integration with control strategies,
closer operational tools, perhaps only
difference in time scales
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How does all this interact with
network energy -efficiency ?

» Making the networkenergy -ef f I cil ent
cannot ignore Quality of Service (  QoS) / Quality
of Experience ( QoE) requirements.

» At the same time, much higher flexibility , as well
as enhanced control and management
capabilities , are required to effectively deal with
the performance/ power consumption tradeoff |,
once the new dimension of energy  -awareness Is
taken into account in all phases of network
design and operation.
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Why ogreening 0 t he net

» ICT has been historically and fairly considered as a key

objective to reduce-pamdydmomeinttoI1gyo

and achieve higher levels of efficiency
» Classical example: Video -Conferencing Services
» Newer examples: ITS, Smart Electrical Grid

» However, until recently, ICT has not applied the same
efficiency concepts to itself, not even in fast growing sectors
like telecommunications and  the Internet .

» There are two main motivations t h a't dri ve t he
ICT:

» the environmental one, which is related to the reduction of
wastes, in order to impact on CO  , emission;

» the economic one, which stems from the reduction of
operating costs (OPEX) of ICT services.
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The Carbon Footprint of ICT

However ,ICTi ndustryods fo
projected to increase at a faster rate

than the total global footprint between

2011 and 2020 . According

Global ICT emissions (GtCO,e)

2.0 4

15

10

05 4

ICT as
percentage of
global emissions

Global GHG
emissions
(GtCO.e)

Source: Global e-Sustainability Initiative ( GeSl)

Decrease mainly
due to more
efficientend -

user devices
Estimates cover
GHG protocol >
scopes 1,2and 3 —
/ 127
+6.1% 0.29 Data centers
/ 091
\oice & Data
0.16 0.30 Networks
053 0.20
0.07
0.13 058 067 End-user
032 - devices
2002 2011 2020
(SMARTer 2020) (SMARTer 2020) (SMARTer 2020)
13 1.9 2.3
40 48! 55

URL: http:// gesi.org /ISMARTer2020.

OSMARTer 2020:

global GHG emissions are expected to
rise at 1.5 percent per year between

2011 and 2020.

CAGR% CAGR%
20022011 20112020
8.6 7.1
47 4.6
6.1 2.3

The Rol e

of

to IEA data,

While
projected
| CTOS oW
footprintis 1 .3
GtCO2ely
(2.3%),1 CT 0 ¢
abatement
potential is 7
times higher
(16.1%)
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»

Long -Term Sustainability

The sole introduction of
novel low consumption
HW technologies
cannot clearly cope
with increasing traffic
and router capacity
trends, and be enough
for drawing ahead
current network
equipment towards a
greener and sustainable
Future Internet .

10000 r TrafficLoad

x 2/18m
(a2 2 NEB

Router capacity
X 2.5/18m

1000

[
(&)
C
©
g 100
)
& CMOS energgfficiency
™ 10 r x -1.65/18m
3 (Dennardscalingaw)
—
1 + + + +
1994 1998 2002 2006 2010
Year

Evolution from 1993 to 2010 of high -end | P r
capacity (per rack) vs. t
and energy efficiency in silicon technologies.
Source: Neilson, D.T., "Photonics for switching and routing,” IEEE
Journal of Selected Topics in Quantum Electronics JSTQE) , vol. 12,

no. 4, pp . 669-678, July-Aug. 2006.

o
r

17



WDITEN[CILLE

Reasons for energy

» The origin of these trends can be certainly found in
current Internet infrastructures, technologies and

protocols , which are designed to be extremely over -

dimensioned and available 24/7

» Linksand devices are provisioned for rush hour load.

» The overall power consumption in today's networks

remains more or less constant even in the presence of

fluctuating traffic loads

Probability
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éedespite wide tr

MNorth America and Europe Daily Traffic

100
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P

=0
FMorth America
|
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40 T
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Percentage
w.r.t. peak
level .

The profiles
exhibit regular,
daily cyclical
traffic patterns
with Internet
traffic
dropping at
night and
growing during
the day.

Traffic load fluctuation at peering links for about 40 ISPs from USA and Europe

Source : http://asert.arbornetworks.com/2009/08/what -europeans -do -at-night/
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How to manage this trend

» T 0 d a {andduture) network infrastructures
characterized by:
» Design capable to deal with strong requests and

constraints in terms of resources and performance
(largeloads , very | ow del ay, high

» Services characterized by high variability of load
and resource requests along time ( burstiness, rush
hours, &)

» The current feasible solution

» Smart power management :energy consumption
should follow the dynamics of the service requests.

» Flexibility in resource usage : virtualization to obtain
an aggressive sharing of physical resources

20




Decomposing the Enrgy
Consumption

Number of Devices per Network Leved

@ Accessnode
@ Transport node ¥ Transport N Energy Requirements per Network Layer
# Core node and Core :
e / Transport
Core/Transport and Core
network 0%

N

{”ﬁ. 1‘525 = Ly
Accessnets ! Accessnets ~ PHOximatePowerCansumpconper A
1 | 1 1 d core N mss

f iz H

't \
Accessnets = - Watt
2000 4000 6DDD 2000 10NN

Typical access, metro and core device density and energy requirements in
todayodos typical n e t teoog, knsl endueng dverall enérgyb y
requirements of access and metro/core networks.

Source: R.Bolla, R.Bruschi, F. Davoli, F. Cucchietti , O Ener gy Efficiency 1n
Survey of Existing Approaches and TrendsinEnergy -Awar e Fi xed Net wor KEEEnf
Communications Surveys & Tutorials, vol. 13, no. 2, pp. 223 -244, 2" Qr. 2011.
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Taxonomy of Approaches
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Dynamic Adaptation
QoS vs Power Management

» The maximal power saving is obtained
when equipment is actually turned off

» However , under such condition the
performance is actually zero

» On the other extreme, itis also clear that
the best performance equipment may
provide is under no -power -limit mode.
There Is a whole range of intermediate
possibilities between these two extremes
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Dynamic Adaptation
QoS vs Power Management

dynamic power scaling

traffic handling/queuing/shaping
disciplines;
green extensions for L2 protocols.

4 Legend N

High traffic load &

energy consumptions
Packet processing
engines
Low trafficload &
energy consumptions
Standby -Ntet‘u;rork
interfaces
k. J \_

smartstandby

very low energy modes, where only
some basic functionalities are
performed (e.g., heart-beating, etc.)
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Dynamic Adaptation
QoS vs Power Management

Technology mapping
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